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Abstract

Identification of the mandibular canal path in Computed Tomography (CT) scans is important in dental implantology. Typically,
prior to the implant planning, dentists find a sagittal plane where the mandibular canal path is maximally observed, to manually
identify the mandibular canal. However, this is time-consuming and requires extensive experience. In this paper, we propose a
deep-learning-based framework to detect the desired sagittal plane automatically. This is accomplished by utilizing two main
techniques: 1) a modified version of the iterative transformation network (ITN) method for obtaining initial planes, and 2) a
fine searching method based on a convolutional neural network (CNN) classifier for detecting the desirable sagittal plane. This
combination of techniques facilitates accurate plane detection, which is a limitation of the stand-alone ITN method. We have
tested on a number of CT datasets to demonstrate that the proposed method can achieve more satisfactory results compared to the
ITN method. This allows dentists to identify the mandibular canal path efficiently, providing a foundation for future research into
more efficient, automatic mandibular canal detection methods.

요약

CT스캔에서치아신경관식별은치과임플란트에서중요하다.임플란트계획전에,치과의사들은신경관을수동으로식별
하기위해신경관경로가최대로관찰되는시상면을찾는다.그러나이는시간소모적이며많은임상경험을필요로한다.위
논문에서우리는원하는시상면을자동으로검출하기위한깊은학습기반의프레임워크를제안한다.이는두가지주요기술
들을사용하여획득된다: 1)초기평면들을획득하기위한반복변환네트워크 (ITN)방법의수정버전과 2)원하는시상면을
검출하기위한합성곱신경망기반의정밀탐색법.이기술들의결합은 ITN방법을단독으로사용하였을때의한계인,정확한
평면검출을용이하게한다.우리는여러개의 CT데이터셋에서실험하여우리가제안한방법이 ITN방법과비교하여훨씬
뛰어난결과를얻을수있음을증명하였다.이는치과의사들이신경관경로를효율적으로식별할수있어보다효율적인자동
신경관검출법에대한향후연구의기반을제공한다.

Keywords: Automatic plane detection, Convolutional Neural Network, Transformation optimization, Dental implant planning.
키워드: 자동평면검출,합성곱신경망,변환최적화,치아임플란트계획.

1. Introduction

Mandibular canal detection in Computed Tomography (CT) data is
a fundamental task for dental implant surgery. Most research has

been conducted to improve upon the efficiency of this task. Tog-
nola et al. [1] used the Snake method which required an initial con-
tour around the mandibular canal. Kim et al. [2] proposed an auto-
matic canal detection algorithm based on the Dijkstra method. And
Llorens et al. [3] suggested fuzzy connectedness approach for auto-
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Figure 1: (a) 3D view displays a dental CT data with superimposed
cross-sectional planes: blue for coronal planes and red for sagittal
plane. (b) Leftmost shows the desired sagittal image (red rectan-
gular plane in (a)) which allows best observation of the mandibu-
lar canal, and others show three coronal images (blue rectangular
planes in (a)). Red arrows in coronal images indicate the cross-
sectional positions of mandibular canal.

matic segmentation of mandibular canal. However, these methods
depends significantly on anatomical variations and qualities of the
mandibular canal on CT images. Fig.1 highlights difficulties with
detecting the mandibular canal. The mandibular canal has many
openings and ambiguous boundaries (see Fig. 1b), as well as high
shape variation between different patients, making most existing
methods impractical for clinical purpose.

Dentists are prone to finding the sagittal plane where the
mandibular canal path is well observed (see Fig. 1b), prior to man-
ual detection of the mandibular canal, during dental implant plan-
ning. Inspired by this, we focus on automatic detection of the de-
sirable sagittal plane, instead of detecting the mandibular canal.
Our approach can be implemented in the context of automatic
plane detection that finds a sectional plane of interest for identi-
fying specific anatomical structures in 2D image. Recently, sev-
eral deep-learning-based approaches have been introduced for au-
tomatic plane detection. Ryou et al. [4] presented the plane detec-
tion method for 3D ultrasound axial-images, from the perspective
of a classification problem using convolutional neural networks
(CNNs). However, this detection method is not suitable to detect a
plane that has arbitrary orientation. Li et al. [5] suggested an itera-
tive transformation network (ITN), which learns a relative transfor-
mation moving an input plane to the desired plane. However, their
network tends to learn the desired plane by large-scale anatomi-
cal structures rather than small anatomical structures, such as the
mandibular canal path. In particular, the mandibular canal has long
and narrow shapes, which means displaying the canal in a 2D sec-
tional image is very sensitive to the plane transformation. Thus,
the ITN is inadequate for finding the desired plane that displays
the mandibular canal path.

In this study, we develop a deep-learning-based framework that
combines two main techniques: 1) a modified version of the ITN
method for detecting initial planes, and 2) a transformation opti-

mization method, based on the CNN classifier, searching for opti-
mal sagittal plane (i.e., the ground truth (GT) plane). In our frame-
work, we first obtain N initial planes supposed to be located around
the desirable sagittal plane, via N iterations of the ITN inference.
Then, we search for the most desirable plane by exploiting the
CNN classifier. Because the classifier provides a probability that
a plane is similar to the GT plane in terms of the distribution of the
mandibular canal path, we can select the best initial plane. We also
define a cost function as a negative of the probability for the op-
timization process. Therefore, we can detect the desirable sagittal
plane by minimizing the cost function with respect to the transfor-
mation. The main contributions of this paper can be summarized as
follows. First, we present a deep-learning-based method for detec-
tion of the desirable sagittal plane; a fundamental task for mandibu-
lar canal detection prior to dental implant planning. Second, our
approach outperforms the ITN method in terms of accuracy and
convergence, achieving the robust, state-of-the-art performance for
automatic plane detection. We believe that our method can improve
the efficiency of dental implant planning and reduce the risk of sur-
gical failure due to a clinician’s lack of experience. Furthermore,
our approach provides the foundations for further mandibular canal
detection algorithms.

2. Method

The ITN method [5] provides predictions for the desired plane via
an iterative approach where the current prediction is derived from
the previous ones. However, this method is limiting for accurately
detecting the desirable sagittal plane, where the mandibular canal
path is maximally observed. This is because the ITN is likely to
be trained by large-scale anatomical structures (e.g., teeth, upper
and lower jaws), rather than small-scale local structures such as
the mandibular canal, from input plane image. Hense, the ITN pro-
vides the sectional planes that contain large-scale anatomical struc-
tures similar to the desirable sagittal plane. Notably, the sectional
planes that have similar structures to the desirable sagittal plane
are located close to the desirable sagittal plane. Therefore, the fine
searching method can find an optimal plane from the initial plane,
with the CNN classifier, a good tool for fine searching.

Fig. 2 illustrates an overview of the proposed method. This con-
sists of two main techniques: 1) initial plane detection by using a
modified version of the ITN method, and 2) a fine searching pro-
cess for the desirable sagittal plane detection based on the CNN
classifier. We first obtain planes via iterative inference of the ITN
(see Algorithm 1). The planes are close to the desirable sagittal
plane and serve as initial planes for the optimization. Subsequently,
we detect the desirable sagittal plane by utilizing the CNN classi-
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Figure 1: (a) 3D view displays a dental CT data with superimposed
cross-sectional planes: blue for coronal planes and red for sagittal
plane. (b) Leftmost shows the desired sagittal image (red rectan-
gular plane in (a)) which allows best observation of the mandibu-
lar canal, and others show three coronal images (blue rectangular
planes in (a)). Red arrows in coronal images indicate the cross-
sectional positions of mandibular canal.

matic segmentation of mandibular canal. However, these methods
depends significantly on anatomical variations and qualities of the
mandibular canal on CT images. Fig.1 highlights difficulties with
detecting the mandibular canal. The mandibular canal has many
openings and ambiguous boundaries (see Fig. 1b), as well as high
shape variation between different patients, making most existing
methods impractical for clinical purpose.

Dentists are prone to finding the sagittal plane where the
mandibular canal path is well observed (see Fig. 1b), prior to man-
ual detection of the mandibular canal, during dental implant plan-
ning. Inspired by this, we focus on automatic detection of the de-
sirable sagittal plane, instead of detecting the mandibular canal.
Our approach can be implemented in the context of automatic
plane detection that finds a sectional plane of interest for identi-
fying specific anatomical structures in 2D image. Recently, sev-
eral deep-learning-based approaches have been introduced for au-
tomatic plane detection. Ryou et al. [4] presented the plane detec-
tion method for 3D ultrasound axial-images, from the perspective
of a classification problem using convolutional neural networks
(CNNs). However, this detection method is not suitable to detect a
plane that has arbitrary orientation. Li et al. [5] suggested an itera-
tive transformation network (ITN), which learns a relative transfor-
mation moving an input plane to the desired plane. However, their
network tends to learn the desired plane by large-scale anatomi-
cal structures rather than small anatomical structures, such as the
mandibular canal path. In particular, the mandibular canal has long
and narrow shapes, which means displaying the canal in a 2D sec-
tional image is very sensitive to the plane transformation. Thus,
the ITN is inadequate for finding the desired plane that displays
the mandibular canal path.

In this study, we develop a deep-learning-based framework that
combines two main techniques: 1) a modified version of the ITN
method for detecting initial planes, and 2) a transformation opti-

mization method, based on the CNN classifier, searching for opti-
mal sagittal plane (i.e., the ground truth (GT) plane). In our frame-
work, we first obtain N initial planes supposed to be located around
the desirable sagittal plane, via N iterations of the ITN inference.
Then, we search for the most desirable plane by exploiting the
CNN classifier. Because the classifier provides a probability that
a plane is similar to the GT plane in terms of the distribution of the
mandibular canal path, we can select the best initial plane. We also
define a cost function as a negative of the probability for the op-
timization process. Therefore, we can detect the desirable sagittal
plane by minimizing the cost function with respect to the transfor-
mation. The main contributions of this paper can be summarized as
follows. First, we present a deep-learning-based method for detec-
tion of the desirable sagittal plane; a fundamental task for mandibu-
lar canal detection prior to dental implant planning. Second, our
approach outperforms the ITN method in terms of accuracy and
convergence, achieving the robust, state-of-the-art performance for
automatic plane detection. We believe that our method can improve
the efficiency of dental implant planning and reduce the risk of sur-
gical failure due to a clinician’s lack of experience. Furthermore,
our approach provides the foundations for further mandibular canal
detection algorithms.

2. Method

The ITN method [5] provides predictions for the desired plane via
an iterative approach where the current prediction is derived from
the previous ones. However, this method is limiting for accurately
detecting the desirable sagittal plane, where the mandibular canal
path is maximally observed. This is because the ITN is likely to
be trained by large-scale anatomical structures (e.g., teeth, upper
and lower jaws), rather than small-scale local structures such as
the mandibular canal, from input plane image. Hense, the ITN pro-
vides the sectional planes that contain large-scale anatomical struc-
tures similar to the desirable sagittal plane. Notably, the sectional
planes that have similar structures to the desirable sagittal plane
are located close to the desirable sagittal plane. Therefore, the fine
searching method can find an optimal plane from the initial plane,
with the CNN classifier, a good tool for fine searching.

Fig. 2 illustrates an overview of the proposed method. This con-
sists of two main techniques: 1) initial plane detection by using a
modified version of the ITN method, and 2) a fine searching pro-
cess for the desirable sagittal plane detection based on the CNN
classifier. We first obtain planes via iterative inference of the ITN
(see Algorithm 1). The planes are close to the desirable sagittal
plane and serve as initial planes for the optimization. Subsequently,
we detect the desirable sagittal plane by utilizing the CNN classi-
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Figure 2: Our proposed framework for the sagittal plane detection.
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Figure 3: Scheme of training data generation. (a) The upper im-
ages present the volume resampling scheme. (b) The bottom im-
ages present the CT value normalization scheme. Red contour
indicates the target region surrounding the mandibular canal.

fier with the optimization process. The CNN classifier was chosen
because it can be trained to recognize whether a sectional image
with similar anatomical structures contains the mandibular canal
path or not. Moreover, it provides probability that represents how
much of the mandibular canal path is observed on the sectional
image. The details are explained in the next subsections.

2.1 Data Processing

As the mandibular canals are located in both side jaws (left and
right) symmetrically, we horizontally divide CT data into two half-
ones and utilize each half as input data V . We resample CT data
by 0.5×0.5×0.5 mm3 per voxel, which guarantees recognizing the
canal path, for efficient processing. We also normalize CT values to
the intensity range of the region surrounding the mandibular canal,
such that our networks can capture the geometric features of the
mandibular canal effectively. Fig 3 illustrates the scheme of train-
ing data generation.

2.2 Initial Plane Detection

Algorithm 1 Initial plane detection via ITN

1: procedure GET INITIAL PLANES(V ) � V : A half-side
CT data

2: T0 ← Random transformation
3: M ← ∅
4: for i = 0 to N − 1 do
5: Xi ← I(V, Ti) � Sample plane image
6: ∆T ←ITN(Xi) � ITN predicts relative

transformation
7: Ti+1 ← Ti ·∆T � Calculate new plane transformation
8: M ← M ∪ Ti+1 � Get new plane
9: Output M

2.2.1 Plane Data Generation.

We generate plane data to train the ITN. The position and orienta-
tion of a plane is defined by 3D-rigid transformations (i.e., transla-
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tion and rotation by quaternion units). To facilitate efficient training
of the ITN, we consider three degrees of freedom (DOF) transfor-
mations for sagittal plane detection: 1) x-axis (sagittal) translation,
2) y-axis (coronal) translation, and 3) z-axis (axial) rotation. We
fix x and y-axis rotation to zero, and fix z-axis translation to the
vertically middle position of head bone, associated with a bone
density of 1000 Hounsfield units (HU) [6]. We randomly sample
a transformation T with respect to the 3-DOF. Then, rectangular
plane images corresponding to sampled transformations are passed
to the ITN, which learns 3-DOF transformations ∆T that locate in-
put planes close to the desirable sagittal plane.

2.2.2 Initial Plane Detection using ITN.

Algorithm 1 summarizes how we obtain the initial planes via the
ITN inference. The ITN predicts a transformation δT relative to the
input plane. Hence, absolute transformation Ti+1 for new plane is
computed by compositing the input plane’s transformation Ti and
δT , and is stored to transformation set M for initial planes. We re-
peat this process until N initial planes are obtained. It is noted that
the initial planes have small variations in translations and rotations
around the desired sagittal plane. This is an important property that
the following CNN-classifier can provide optimal transformations
for, detecting the desirable sagittal plane.

2.3 Optimal Plane Detection

2.3.1 CNN Classifier for 2D Plane Image Classification.

The CNN classifier is trained to learn 2D plane image classifi-
cations. The network is composed of a VGG-16 backbone and a
last classifier that has two classes; class1 where images show the
mandibular canal path well, and class2, which encompasses all
other images. The fully connected layers are substituted with the
convolutional layers, which improves computational efficiency and
makes the network easier to train [7]. And we initialize weights of
the last classifier with random values, and weights of other layers
with pretrained weights from ImageNet [8]. Because the low-level
features of natural images are similar to those from medical im-
ages, pretrained weights from ImageNet can be used to boost gen-
eralization performance of the network [9].

To ensure efficient and accurate training of the CNN classifier,
we generate 2D plane images with small transformation variations
from the GT plane, on CT datasets. The sampling scheme and CT
datasets are the same as discussed in the previous subsections. And
we remove the upper part of the plane images because mandibular
canals are located inside lower jaw. This enables the CNN to focus
on a smaller image area: the lower jaw where the mandibular canals

exist. And we divide the plane images into two classes: one with a
long canal path, the other without a canal path. Subsequently, we
train the CNN classifier with these plane images. The CNN classi-
fier is first used to select one initial plane with the highest class1
probability, from N initial planes generated by the ITN process.
The selected plane can be used for a reliable initial plane for the
following optimization process.

2.3.2 Fine Searching based on CNN Classifier.

The selected initial plane is located around the desirable sagittal
plane. The CNN classifier provides a probability measuring how
close the input plane image is to the GT image in terms of the
distribution of the mandibular canal. These properties allow for the
fine searching of the desirable sagittal plane, based on the local
optimization method.

We can find the desirable sagittal plane by minimizing the cost
function C with respect to the 3-DOF transformation T .

µ̂ = argmin
µ

C(Tµ, I) (1)

where the cost function is defined as the negative of the class1

probability of the classifier, µ is a set of 3-DOF transformation
parameters, and Tµ indicates the parameterized transformation.
I(V, T ) refers to the plane image, with transformation T from a
half-side CT data V (see Section 2.1). To solve (Eq.1), we employ
the iterative optimization approach [10] represented by

µ̂k+1 = µ̂k − skd̂k (2)

In every iteration k, transformation parameters µk are updated
along the search direction dk (Eq. 2), where the search direction
is the derivative of the cost function with respect to the k-step
transformation parameters, and sk is a step size that controls the
movement along the search direction. Starting with transformation
parameters of the selected initial plane, the parameter updates are
iterated until the cost function reaches a local minimum. Because
the combination of the ITN and CNN classifier provides a good ini-
tial plane close to the GT plane, this local optimization approach
can result in the desirable sagittal plane.

3. Experiments

We conducted several experiments to evaluate our method. First,
we analyzed the effectiveness of transfer learning to achieve
the best performance of the CNN classifier. We also compared
our method to the ITN method in terms of the following met-
rics: 1) Euclidean distance (δt) between center positions of
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µ̂k+1 = µ̂k − skd̂k (2)
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movement along the search direction. Starting with transformation
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we analyzed the effectiveness of transfer learning to achieve
the best performance of the CNN classifier. We also compared
our method to the ITN method in terms of the following met-
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Figure 4: Accuracy comparison of CNN classifiers on 2D plane
image classification

Table 1: Performance comparision with state-of-the-art method for
plane detection on dental CT datasets (Mean±Standard Deviation).

Method δt(mm) δθ(◦) CRR
ITN 9.79±7.00 1.75±1.29 0.539± 0.377

Ours 9.73±6.40 1.32±0.869 0.886±0.149

the predicted plane and GT plane, 2) rotation angle (δθ) be-
tween orientations of the predicted plane and GT plane, and 3)
Canal Region Ratio (CRR) estimated by the ratio of the num-
ber of mandibular canal pixels of the predicted plane and GT plane.
We tested 40 cases from 20 dental CT datasets; our reasoning for
which was discussed in Section 2.1. For experimental evaluation,
dental experts performed manual operations, generating desirable
sagittal planes where the mandibular canal path is well observed,
and also segmenting the mandibular canal in pixels.

3.1 Implementation

All experiments were implemented using the Tensorflow frame-
work, with an Intel i7 7700 CPU and NVIDIA TITAN V GPU. We
configured the ITN with three convolution layers, where each con-
volution layer is followed by an average pooling layer. At the end
of the last pooling layer, we added fully connected layers identical
to those from the original ITN [5]. All weights of the network were
randomly initialized, before we trained the network by using the
Adam optimizer, with learning rate=5×10−4, β1=0.9, β2=0.999,
ε=0.01, and a batch size of 128. We set the iteration number N

to 10 for gathering initial planes, as discussed in Section 2.2. To
select the best CNN classifier, we compared two popular CNN ar-
chitectures such as VGG Net [11] and ResNet [12] with different
layer-depth and training models.

3.2 Results

3.2.1 Different Architecture and Training Models for CNN
Classifier.

We experimented with three typical CNN backbone networks
(ResNet50, VGG-16, VGG-19) with two different training mod-
els (random initialization (RI), or transfer learning (TL) from the
ImageNet-pretrained model) to select the best CNN classifier for
our fine searching process. For the performance evaluation of the
CNN models, we used 500 images in both class1 and class2; gen-
erated as discussed in Section 2.3. The classification accuracy of
each CNN model is shown in Fig 4. In our experiment, the TL

training models achieved better accuracy than the RI training mod-
els. This demonstrates that transferred knowledge from natural im-
ages is effective for the recognition of the mandibular canal in
CT images. In our experiments, VGG-16 with TL network model
yielded the best results. Thus, we employ the VGG-16 TL model
for the CNN classifier used in our fine searching process.

We compared the proposed method with the original ITN
method for the sagittal plane detection on 20 CT datasets of dif-
ferent patients. Table 1 shows that our method can provide more
satisfactory results compared to the stand-alone ITN method, in
terms of lower plane detection errors (δt and δθ), and higher CRR

values, which correlate to higher observation levels of mandibular
canals. This demonstrates that our fine searching process, based on
the CNN classifier, works effectively combined with the ITN. Fig.
5 displays the GT plane alongside the sectional planes predicted by
our method and the ITN method, respectively. This proves visually
that our method can be effectively used for detecting the desirable
sagittal planes, where the mandibular canal path is maximally ob-
served.

4. Conclusion

In this work, we have presented a deep-learning-based method
to detect the sagittal plane, which allows best observation of the
mandibular canal. This is accomplished by combining a modi-
fied ITN model and the CNN classifier. The ITN model provides
good initial predictions for the desired sagittal planes in terms
of anatomical similarity, which means that the predicted planes
are likely to be located close to the desirable sagittal plane. The
CNN classifier can be used to find results closest to the GT plane,
based on our optimization process with the initial predictions.
Our method can achieve more satisfactory results compared to the
stand-alone ITN method, which is a standard plane detection tech-
nique. This improvement in performance is measured in terms of
the Canal Region Ratio, that indicates how much the mandibular
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Figure 5: Visualization of plane detection results by our framework and ITN method. Red pixels indicates the mandibular canal path
displayed on the sectional plane.

canal is observed in the predicted plane relative to the GT plane,
and by the transformation difference between the predicted plane
and GT plane. This demonstrates that the proposed method can al-
leviate the burden on dentists detecting the mandibular canal path
via manual operation, reducing the likelihood of surgical errors and
decreasing the detection time. Hence, we believe that our proposed
method can be used as a foundation for future work on automatic
mandibular canal detection algorithms.
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